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So far, detection under:

• Neyman-Pearson criteria (max PD s.t. PFA = constant): likelihood ratio test, 

threshold set by PFA

• minimize Bayesian risk (assign costs to decisions, have priors of the different 

hypotheses): likelihood ratio test, threshold set by priors+costs

• minimum probability of error = maximum a posteriori detection

• maximum likelihood detection = minimum probability of error with equal priors

• known deterministic signals in Gaussian noise: correlators 

Now we look at detecting random Gaussian signals 
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Motivation

• Some processes are better represented as random (e.g. speech)

• rather than assume completely random, assume signal comes from a random 

process of known covariance structure

The problem
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Example 1: does this reduce to previous results for deterministic signals?

Example 2: zero mean WSS signal in white noise



Example 3: correlated signal covariance in white noise

Example 4: canonical form



Example 5: correlated signal in colored noise

Example 6: Linear Model



Example of linear model: Rayleigh Fading Sinusoid

Example 2: Incoherent FSK for a multipath channel
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