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So far, detection under:

• Neyman-Pearson criteria (max PD s.t. PFA = constant): likelihood ratio test, 

threshold set by PFA

• minimize Bayesian risk (assign costs to decisions, have priors of the different 

hypotheses): likelihood ratio test, threshold set by priors+costs

• minimum probability of error = maximum a posteriori detection

• maximum likelihood detection = minimum probability of error with equal priors

• known deterministic signals in Gaussian noise: correlators 

• random signals: estimator-correlators, energy detectors

All assume knowledge of 
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Motivation

• What if don’t know the distribution of x under the two hypotheses?

• What if under hypothesis 0, distribution is in some set, and under hypothesis 

1, this distribution lies in another set - can we distinguish between these two?

Composite hypothesis testing

Composite hypothesis testing summary



1. Uniformly Most Powerful test (UMP)

Example: DC level in WGN with unknown amplitude A>0



An alternative UMP view of the previous example

• Can you translate the previous example into a test on A?

• What happens when you don’t know whether A>0 or A<0?

• What happens to the performance?

2. Bayesian approach



Example: DC level in AWGN with Gaussian prior

3. Generalized likelihood ratio test (GLRT)



Example: GLRT of DC level in AWGN

Example: GLRT of DC level in WGN with 2 unknown parameters



Performance

Alternatives to the GLRT



Asymptotically equivalent tests

Example: DC level in AWGN

• What are the GLRT, Wald and Rao tests for detecting an unknown DC level A 

in WGN? Assume A does not equal 0, but otherwise unknown.



Example: DC level in non-Gaussian noise

Skipping
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