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Abstract— The use of energy storage systems is widely
recognized as a key tool to create a more resilient energy
infrastructure. At the same time, new technologies such as soft-
open points and on-load tap changers are deserving growing
attention for their potential applications in smart grids. In
this paper we consider the coordinated use of on-load tap
changer and energy storage systems for voltage support in
distribution networks. We first formulate the optimal control
problem over a given time horizon as a multi-period optimal
power flow. To cope with uncertainties such as inaccurate
forecasts, the optimal control problem is then inserted into

a receding horizon scheme. The proposed approach requires
very limited information to predict possible voltage problems
and counteract them in advance. The control algorithm is tested
on real data from a low voltage network featuring over- and
undervoltages in the absence of voltage control. The obtained
results show that the coordinated use of on-load tap changer
and storage devices allows one to dramatically reduce the size
of the installed storage units required to alleviate voltage issues.

I. INTRODUCTION

While on-load tap changers (OLTCs) have been used since

long time at primary substations to regulate voltage, only

recently the increasing automation of distribution networks

has made it possible to use OLTC-fitted transformers in

secondary substations, especially in urban areas. This mo-

tivates the current interest of researchers in OLTC control

algorithms for applications in distribution networks. Indeed,

several approaches exploiting OLTC can be found in the

literature [1], often focused on control strategies integrating

the operation of OLTC-fitted transformers with other con-

trollable devices [2], [3], [4]. This is done in order to deal

with practical limitations on the frequency and magnitude of

tap changes. Moreover, the OLTC is ineffective in case over-

and undervoltages occur at the same time.

Another technology which is becoming more and more

frequent in distribution networks is energy storage. Energy

storage systems (ESSs) are nowadays recognized as funda-

mental elements for the transition to the smart grid, in view

of the numerous benefits they bring, both to the power system

and its stakeholders [5]. A large body of literature deals

with the problem of ESS allocation [6], i.e. deciding the

optimal ESS number, locations and sizes to attain a given

control objective. However, if uncertainties at the planning

stage are not properly considered, it might not be possible in

practice to operate the ESSs while satisfying power quality
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specifications. Coordinated solutions involving ESSs and

OLTC could then be used to robustify the overall control

strategy [7], [8].

In [9] we addressed ESS operation for voltage support in

distribution networks within a receding horizon framework.

In this paper we extend our previous work by considering the

coordinated use of OLTC and ESSs. We first formulate the

optimal control problem over a given time horizon as a multi-

period AC optimal power flow (M-OPF). The formulated

problem includes the dynamics of the voltage at the bus

where the OLTC is installed, and penalizes its use in the

objective function. Since forecasts of demand and generation

are needed for the M-OPF problem, and the available on-

line measurements are limited to the MV/LV substation, a

simple forecasting approach is adopted, similar to the one

proposed in [9]. To cope with inaccurate forecasts and other

uncertainties, the optimal control problem is integrated into

a receding horizon scheme, where at each time step the M-

OPF problem is solved, and only the first control action is

applied to both the OLTC and the ESSs. An attractive feature

of the proposed approach is the limited information required

to predict possible voltage problems and counteract them in

advance through suitable OLTC and ESS control policies.

The paper is organized as follows. Section II describes the

bus injection model of a LV network equipped with OLTC

and ESSs. The M-OPF for optimal coordinated OLTC-ESS

control is presented in Section III, and its receding horizon

implementation, including the approach used for demand

and generation forecasting, is summarized in Section IV.

Section V reports numerical results obtained using data from

a real Italian LV network. Finally, conclusions are drawn in

Section VI.

II. NETWORK MODEL

In this section, the model of a distribution network in-

cluding loads, distributed generators, ESSs and OLTC is

introduced (e.g., see [10, Chap. 9]). The following notation is

used in the remainder of the paper. The real part, imaginary

part and complex conjugate of a complex number z ∈ C are

denoted by Re(z), Im(z) and z∗, respectively. For a fixed

sampling time ∆T , the value of a variable x at time t∆T
is denoted by x(t), where t = 1, 2, . . . is the discrete time

index. The h-step ahead forecast of the variable x, based

on the information available up to time t, is denoted by

x̂(t+ h|t), where h is a positive integer.

An LV network can be represented by a graph (N , E),
where N = {1, 2, . . . , n} is the set of nodes (corresponding

to the network buses) and E is the set of edges (corresponding



to the network lines). Bus 1 is assumed to be the slack bus,

representing the interconnection with the MV network, while

the set NL = {2, . . . , n} includes all the remaining buses.

The complex voltage at bus k is denoted by Vk . Typical

specifications on the voltage quality require that the voltage

magnitude at all buses is kept within specified limits, i.e.

v2k ≤ |Vk(t)|
2 ≤ v2k, (1)

where 0 < vk ≤ vk are given bounds. Conventionally, the

phase of the voltage V1(t) is set to zero for all t. When

the MV/LV substation is equipped with OLTC, the voltage

magnitude at the slack bus can be modified by changing the

transformation ratio. In this case, the dynamics of the slack

bus voltage can be modeled as

V1(t+ 1) = V1(t) + l(t), (2)

where l(t) ∈ R denotes the voltage increment resulting from

the OLTC action. In practice, the voltage variation that can

be executed in the time interval ∆T is bounded, i.e.

|l(t)|2 ≤ l
2

, (3)

where the bound l > 0 depends on the OLTC technology

and the sampling time ∆T .

Let S ⊆ NL be the set of buses equipped with ESSs. For

s ∈ S, es(t) denotes the storage energy level at bus s and

time t. It is bounded as follows:

0 ≤ es(t) ≤ Es, (4)

where Es is the storage capacity installed at bus s. The

dynamics of es(t) is standard [11], and modelled by the first-

order difference equation

es(t+ 1) = es(t) + ηcsr
c
s(t)∆T −

1

ηds
rds (t)∆T, (5)

where rcs(t) ≥ 0 and rds (t) ≥ 0 are the average active power

pumped into and drawn from the storage between t and t+
1, respectively, and ηcs, η

d
s ∈ (0, 1] represent the charging

and discharging efficiencies of the ESS at bus s. Since an

ESS cannot be simultaneously charged and discharged, the

following complementarity constraints holds

rcs(t)r
d
s (t) = 0. (6)

Let rs(t) and bs(t) be the average active and reactive power

exchanged by the storage at bus s between time t and t+1,

respectively. Notice that rs(t) can be written as

rs(t) = rcs(t)− rds (t). (7)

Bounds on the maximum active and reactive power ex-

changed by the ESSs can be imposed as

Ms

[

rs(t)
bs(t)

]

≤ ms, (8)

where Ms ∈ Rp×2 and ms ∈ Rp. Notice that the constraint

formulation (8) is quite general, forcing the active and

reactive power to lie in a convex polytope. In particular, this

allows one to express possible coupling existing among the

active and reactive power bounds [12].

Let yij = yji be the line admittance between nodes i and

j, with the convention that yij = 0 if (i, j) /∈ E . Moreover,

let yii denote the admittance-to-ground at bus i. The network

admittance matrix Y = [Yij ] ∈ C
n×n is a symmetric matrix

defined as

Yij =

{

yii +
∑

h 6=i yih if i = j

−yij otherwise.
(9)

The physical properties of the lines constrain the admissible

values of real power flow from bus i to bus j, i.e.

Re
(

Vi(t)
[

Vi(t)− Vj(t)
]∗
y∗ij

)

≤ P ij , (10)

where P ij = P ji is a given upper bound. Denoting the

active and reactive power injections at bus k by Pk and Qk,

respectively, the power balance equations at bus k and time

t read as

Pk(t) = Re
(

Vk(t)
∑

j∈N

V ∗
j (t)Y

∗
kj

)

(11a)

Qk(t) = Im
(

Vk(t)
∑

j∈N

V ∗
j (t)Y

∗
kj

)

. (11b)

If a bus k is equipped with loads, generators and ESS, Pk

and Qk can be decomposed as

Pk(t) = PG
k (t)− PD

k (t)− rk(t− 1) (12a)

Qk(t) = QG
k (t)−QD

k (t)− bk(t− 1), (12b)

where the superscript G refers to generation and the super-

script D refers to demand. Notice that, following the con-

vention adopted in power systems, measurements of average

power are labeled a posteriori, i.e., the power ascribed at time

t represents the average power between t− 1 and t. On the

other hand, the ESS control inputs holding between t−1 and

t are denoted by rk(t − 1) and bk(t − 1), consistently with

the fact that they are decided at time t− 1. Putting together

(11) and (12), we get

Re
(

Vk(t)
∑

j∈N

V ∗
j (t)Y

∗
kj

)

=PG
k (t)−PD

k (t)−rk(t−1) (13a)

Im
(

Vk(t)
∑

j∈N

V ∗
j (t)Y

∗
kj

)

=QG
k (t)−QD

k (t)−bk(t−1).

(13b)

Active power P1(t) and reactive power Q1(t) injected at

the slack bus are determined by the power flow equations.

For all other buses in the set NL, Vk(t) are free variables

of the power flow problem, while the quantities PD
k (t),

QD
k (t), PG

k (t) and QG
k (t) are considered as known inputs

in (13). In case no load or generator is connected to bus

k, the corresponding demand or generation are assumed to

be zero. Similarly, if a bus is not equipped with an ESS,

the corresponding active and reactive power is zero, i.e.

rk(t− 1) = bk(t− 1) = 0 for k ∈ NL\S.



III. COORDINATED OLTC-ESS CONTROL

In this section, we show how to formulate the integrated

control of ESSs and OLTC as an optimization problem. At

time t, the amount of active and reactive power exchanged

by each ESS, as well as the voltage variation at the slack

bus implemented by the OLTC, are computed by solving

a suitable optimal control problem over the time horizon

T = {t + 1, . . . , t + H}, where the parameter H > 0
represents the length of the control horizon. In the design

of a network operation policy, several objectives have to be

taken into account. Minimizing line losses is of paramount

importance, since the losses at distribution level represent the

majority of the total losses in the grid. Another aspect to be

considered is the deterioration of the ESSs, which depends

on the ESS usage and state of charge (SoC). Similarly, the

OLTC device should be used as little as possible in order

to minimize the wear of the transformer and prolong its

lifespan. These considerations lead to the following cost

function associated to a single time period t

C(t) = CL(t) + γSCS(t) + γOCO(t), (14)

where γS ≥ 0 and γO ≥ 0 are suitable weights. The term

CL(t) =
∑

k∈N

Pk(t)∆T (15)

represents the total real losses in the network between t− 1
and t, whereas

CS(t) =
∑

s∈S

(

rcs(t− 1) + rds (t− 1)
)

∆T (16)

is a measure of the battery usage over the same time period.

Similarly, the term

CO(t) = |l(t)|2 (17)

is used to penalize OLTC actions. An additional cost CT (t)
can be included in order to weight deviations of the ESS

SoC from a desired level:

CT (t) =
∑

s∈S

∣

∣es(t)− ξEs

∣

∣, (18)

where ξ ∈ [0, 1] represents the desired SoC.

At time t, the objective is to find an ESS and OLTC control

policy such that the total cost over the control horizon T is

minimized, while satisfying voltage quality and power flow

constraints, and OLTC and ESS specifications. This translates

into the multi-period OPF problem (19), where γT ≥ 0 is

a parameter determining the relative importance of the cost

CT (t+H) on the terminal state with respect to the sum of

the instantaneous costs C(t) over the horizon T . The purpose

of the term γTCT (t+H) is to drive the SoC at the end of

the control horizon towards the target ξ, compatibly with the

voltage quality and power flow constraints.

Problem (19) is nonconvex, due to the power flow con-

straints (10), the power balance equations (13), and the

complementarity constraint (6) on the ESS charging and

discharging control inputs. A possible approach is to solve a

suitable convex relaxation of (19), and verify a posteriori the

min
Vk(τ),l(τ−1),rcs (τ−1)

rds (τ−1),bs(τ−1)

t+H
∑

τ=t+1

C(τ) + γTCT (t+H) (19)

s.t.

v21 ≤|V1(τ)|
2 ≤ v21

v2k ≤|Vk(τ)|
2 ≤ v2k

V1(τ) = V1(τ − 1) + l(τ − 1)

|l(τ − 1)|2 ≤ l
2

es(τ) = es(τ−1) + ηcsr
c
s(τ−1)∆T −

1

ηds
rds (τ−1)∆T

rcs(τ − 1)rds (τ − 1) = 0

0 ≤es(τ) ≤ Es

rs(τ − 1) =rcs(τ − 1)− rds (τ − 1)

Ms

[

rs(τ − 1)
bs(τ − 1)

]

≤ ms

rcs(τ − 1) ≥ 0

rds (τ − 1) ≥ 0

Re
(

Vi(τ)
[

Vi(τ) − Vj(τ)
]∗
y∗ij

)

≤ P ij

Re
(

Vk(τ)
∑

j∈N

V ∗
j (τ)Y ∗

kj

)

=PG
k (τ)−PD

k (τ) − rk(τ−1)

Im
(

Vk(τ)
∑

j∈N

V ∗
j (τ)Y ∗

kj

)

=QG
k (τ)−QD

k (τ) − bk(τ−1)

k ∈ NL, s ∈ S, (i, j) ∈ E, τ ∈ T .

feasibility of the obtained solution for the original problem.

A recent method to cope with nonconvex constraints (10)

and (13) is to formulate the OPF problem as an SDP

problem which, after removing a rank-1 condition, provides

a convex relaxation of (19) (e.g., see [13], [14], [15]). This

approach is known to work particularly well for OPFs over

radial distribution networks [16], [17], even in the multi-

period case [18]. In order to preserve the convexity of the

resulting SDP relaxation, constraint (6) is removed in (19).

Although the solution thus obtained might not satisfy all the

complementarity constraints in general, arguments similar

to those presented in [11] can be used to show that the

presence of the term CS(t) in the cost function (14) favors

solutions with either rcs(t) = 0 or rds (t) = 0, whenever

this is possible. When the storage level es(t) approaches

the maximum capacity Es, and further energy need be

stored (e.g., due to high generation causing overvoltages),

solutions featuring simultaneously rcs(t) > 0 and rds (t) > 0
may actually arise. This can be explained as an attempt of

the controller to draw energy from the network by taking

advantage of the ESS round-trip efficiency ηcsη
d
s < 1. In

order to mitigate such an issue the following constraints can

be added

es(τ−1) + ηcsr
c
s(τ−1)∆T ≤ Es, (20)

for τ ∈ T , with the purpose of forcing the controller to find a

charging signal rcs(t) which does not violate the ESS capacity

Es irrespective of the value of the discharging signal rds (t).
The solution of the resulting convex relaxation returns ESS

control signals rc∗s (τ − 1), rd∗s (τ − 1), b∗s(τ − 1), and OLTC



control signals l∗(τ − 1), for τ ∈ T . The feasibility of such

a solution for the original problem can be easily checked by

solving a sequence of load flow problems over T , in which

the ESS and OLTC control signals are fixed to the values

computed previously.

IV. IMPLEMENTATION

In this section, a receding horizon implementation of the

proposed OLTC-ESS control strategy, as well as the approach

taken for demand and generation forecasting, are discussed.

A. Receding horizon approach

In formulating problem (19), the active and reactive power

demand PD
k (t+h), QD

k (t+h), as well as the active and reac-

tive power generation PG
k (t+h) and QG

k (t+h), are supposed

to be known over the whole control horizon h = 1, . . . , H .

In practice, these values are replaced with their forecasts

computed at time t, namely P̂D
k (t + h|t), Q̂D

k (t + h|t),
P̂G
k (t+h|t) and Q̂G

k (t+h|t). Forecast inaccuracies inevitably

introduce errors in the computation of the solution. One way

to mitigate such an effect is to apply a receding horizon

approach [19]. Roughly speaking, at time t problem (19) is

solved based on the load and generation forecasts available

at that time. Then, only the values rc∗s (t), rd∗s (t), b∗s(t) and

l∗(t) are applied. The same steps are repeated at the next

time instants by exploiting the updated load and generation

forecasts that become available.

The length H of the control horizon in (19) is tuned by

trading-off conflicting objectives. On the one hand, H should

be as large as possible in order to fully exploit the predictive

capability of the model (e.g., discharging ESSs in advance

when overvoltages are forecast). Moreover, the larger H , the

more effective the operating policy in terms of minimizing

line losses or ESS and OLTC usage. On the other hand, the

length of the control horizon directly affects the computation

time required to solve problem (19). Additionally, larger lead

times clearly imply less accurate forecasts, and therefore

less reliable control policies. A possible way to tune the

parameter H is to select the largest value compatible with

predefined computation time and prediction accuracy.

B. Demand and generation forecasting

Forecasting demand and generation at each bus of an

LV network can be particularly challenging. In fact, in a

typical LV network few quantities are measured, and those

measurements are usually not available in real-time (they are

transferred to data collectors in a batch way, e.g. monthly).

For the above reason, in this paper we take the approach

to demand and generation forecasting proposed in [9]. Ag-

gregate demand and generation forecasts are computed by

exploiting suitable models estimated from historical data, and

the (limited) real-time information available at the substation

level. The actual demand and generation forecasts at each bus

are then computed by distributing the aggregate predictions

according to the estimated fraction of demand and generation

pertinent to each bus. Notice that the proposed approach

requires that only the MV/LV substation is equipped with

a measurement station, providing real-time measurements of

active power injected at the slack bus, as well as meteoro-

logical variables useful to predict generation from available

renewable energy sources (e.g., solar irradiance and outdoor

temperature in the case of photovoltaic generation).

V. NUMERICAL RESULTS

The proposed OLTC-ESS control algorithm is tested using

the topology and the demand and generation profiles of the

Italian LV network considered in [18]. The test network

consists of 17 buses, 26 loads and 4 photovoltaic units.

For all loads and generators, three months of active and

reactive power profiles are available with sampling time

∆T = 15 min. Measurements of solar irradiance and outdoor

temperature at the MV/LV substation are also available with

the same resolution. These historical data sets are used to

estimate the models of demand and generation described in

[9]. We simulate the presence of two ESSs installed in the

network at buses 7 and 11. These locations are determined

by applying the siting procedure proposed in [18].

In problem (19), the choice vk = 0.9 pu and vk = 1.1 pu

is made for k ∈ NL in accordance with the European

Norm 50160. The bounds P ij on the real power flow are

all set to 35 kW. For both ESSs, independent bounds on

rs(t) and bs(t) are considered, in particular |rs(t)| ≤ 15 kW

and |bs(t)| ≤ 15 kVar. Notice that these constraints can be

expressed in the form (8). The desired state of charge at

the end of a control horizon is set to 50%, i.e. ξ = 0.5
in (18). Values of charging and discharging efficiencies are

ηcs = ηds = 0.95. It is assumed that the number of tap

positions is 17. Tap position 0 corresponds to the nominal

voltage at the slack bus. A single tap change corresponds to

a voltage variation ∆V = 0.01087 pu. This implies that the

signal l(t) can take a finite number of values. A maximum

of three tap changes are allowed at each time step, implying

l̄ = 3∆V . To avoid solving a mixed integer program, in

problem (19) voltage variations l(t) at the slack bus are

treated as continuous variables. The number of tap changes

to be executed in a time step is then obtained by rounding

off the value l∗(t)/∆V .

All the results presented hereafter are obtained by using

the CVX modelling toolbox and the SeDuMi solver. Consid-

ering a control horizon H = 8 (corresponding to two hours),

the SDP relaxation of problem (19) is solved in few seconds

on a 3 GHz PC with 8 GB RAM. The optimal solutions

of the SDP problems turn out to be always feasible for the

original problem (19).

In the following sections we present two types of results.

The first analysis is for fixed weights γS and γO and different

ESS sizes. The second analysis is concerned with varying

the weight γO while keeping the ESS sizes and the weight

γS fixed. Performance of the proposed OLTC-ESS control

algorithm is tested on two challenging days featuring both

over- and undervoltages (see the blue profiles in the top of

Fig. 1).
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Fig. 1. Top: Voltage magnitudes at buses k ∈ NL with (green dashed
lines) and without (blue solid lines) OLTC-ESS control. The yellow dashed
line refers to the voltage at the slack bus with OLTC-ESS control. Bottom:
Storage levels e7(t) (black solid line) and e11(t) (blue dashed line).

A. Analysis with respect to ESS sizes

For the considered network and data set, the nominal ESS

capacities returned by the sizing procedure in [18] are E∗
7
=

15 kWh and E∗
11 = 55 kWh. In this section we consider three

scenarios where the ESS sizes are chosen to be 25%, 50%

and 75% of their nominal values. The weights in (14) are set

to γS = 0.015 and γO = 0.05 kWh/V2. The weight γT in

(19) depends on the total installed ESS capacity according

to the formula γT = 6.75 · 103/
∑

s∈S Es.

Without the use of the OLTC, voltage problems cannot be

solved in any of the three scenarios. In particular, violations

of the voltage bounds are unacceptable both in magnitude

and duration. On the other hand, when the OLTC is used,

voltage problems are avoided in most cases and when this

is not the case (due to inaccurate forecasts, discretization of

the OLTC command, etc.) voltage violations are negligible,

as can be observed in the top of Fig. 1, corresponding to the

case Es = 0.5E∗
s .

The usage of the OLTC and the corresponding voltage

profile at the slack bus under the three scenarios are shown in

Fig. 2. It can be observed that, as the ESS sizes are decreased,

the frequency of the tap changes increases. On average, the

OLTC is used every 6 hours in the case Es = 0.75E∗
s , every

3.5 hours in the case Es = 0.5E∗
s and every 2 hours in the

case Es = 0.25E∗
s . Moreover, also the average magnitude

of the OLTC command l(t) increases as the ESS sizes are

decreased. In the case Es = 0.25E∗
s , the voltage at the slack

bus spans almost the whole range of variation allowed. This

is done in order to compensate for the limited ESS capacity.

In general, it turns out that the OLTC is operated when the

level of at least one ESS is at its minimum or maximum,

see, e.g., Fig. 1.

B. Analysis with respect to OLTC weighting

In this section we fix the ESS sizes at 50% of their nominal

values. The weights γS and γT are as above, while the

weight γO takes the values 0.025, 0.05 and 0.25 kWh/V2,

to simulate different weighting of the OLTC actions. This

analysis is carried out to determine the most satisfactory

trade off between OLTC and ESS usage. Indeed, increasing

γO implies that the number and magnitude of tap changes

decreases, while more stress is put on the ESSs. For instance,

in the left-hand side of Fig. 3 one can observe how the usage

of the ESS at bus 11 grows between hour 6 and hour 18 as

the OLTC usage is more penalized. In the same time interval

the OLTC usage decreases as expected while increasing γO.

VI. CONCLUSIONS

In this paper, a control strategy for the coordinated oper-

ation of OLTC and ESSs deployed in a distribution network

has been proposed. The joint operation control law is ob-

tained by formulating an optimization problem, which makes

it possible to account for real losses, ESS usage and state

of charge, and OLTC interventions. Moreover, a receding

horizon approach is adopted which allows one to cope with

uncertainties arising during operation and due to the scarce

availability of on-line measurements in LV networks. The

devised strategy has been tested on real data from a section

of an Italian LV feeder. The obtained numerical results

show several interesting features with specific reference to

understanding the potential of the OLTC to alleviate the

voltage support task of ESS and vice versa.

Ongoing work is devoted to a more detailed description

of uncertainties arising during operation, possibly based on

scenario analysis and probabilistic forecast approaches.
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