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Abstract— Maintaining the spacecraft attitude precisely
aligned to a given orientation, while rejecting a persistent
disturbance, using on/off actuators, is crucial for missions
involving electric propulsion spacecraft. The objective is to
enforce an oscillating attitude motion about the setpoint, so as
to simultaneously minimize both the propellant consumption
and the switching frequency of the control system. This paper
evaluates the feasibility of a recently proposed feedback control
law for this problem. This techniques is able to track both the
period and the phase of periodic oscillations along the rotational
axes, which is instrumental to minimize the switching frequency
in the presence of input coupling. Two simulation case studies
of a low Earth orbit missions are considered, showing that the
proposed approach can effectively deal with both constant and
time-varying disturbance torques.

I. INTRODUCTION

All-electric spacecraft missions are receiving increasing
attention from the aerospace community, see e.g. [1], [2].
Among the many advantages brought by this technological
solution, there is the possibility of exploiting the same
propellant bus for both orbit transfer maneuvers and precise
attitude regulation, thus reducing costs and providing an
effective alternative to momentum exchange devices [3],
[4], [5]. Recent developments of high temperature resisto-
jets and hollow cathode technologies [6], [7], providing a
much higher specific impulse with respect to existing mi-
crothrusters, further motivates the study of attitude regulation
schemes based on electric propulsion. On the other hand,
these thrusters present some severe restrictions, the most
important one concerning the fact that they must be operated
in on/off mode, which clearly limits the control authority.
Moreover, the switching frequency can have a significant
impact on the performance and the lifetime of this type of
actuators.

The presence of several disturbance torques affecting
the attitude dynamics, due, e.g., to orbit control thruster
misalignment or environmental sources, calls for a control
law adopting some kind of pulse modulation in order to
compensate for the disturbance on average. Therefore, an
oscillating motion about the setpoint must be accepted.
In designing this motion, the minimization of both the
fuel consumption and the on/off switching frequency of
the control system must be pursued. Optimal control of
switching systems has been intensively investigated (see,
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e.g., [8], [9]), but very few contributions have addressed
explicitly the minimization of the switching frequency [10],
[11], [5]. In the considered application, this problem becomes
challenging when the control design cannot be decoupled
along the principal axes of inertia, due to the chosen thruster
configuration. Moreover, the methods cited above involve a
high computational burden, which may not fit the processing
power available onboard a spacecraft. In [12], a periodic
suboptimal solution to the minimum switching problem has
been derived, for the case of coupled double integrators.
It has been shown that a relative phase difference must be
enforced among the trajectories of the integrators, in order
to minimize the switching frequency, while satisfying given
control accuracy requirements. In [13] a feedback control law
has been proposed that can be used to steer the dynamics of
the double integrator model to limit cycle oscillations with
prescribed period and phase.

In this paper, the feasibility of the control law proposed
in [13] is demonstrated on a spacecraft attitude regulation
problem, within a low Earth orbit mission (LEO), in the
presence of constant or time-varying disturbances. Although
the considered control law, consisting of a relay feedback
element with time-varying hysteresis for each rotational axis,
has been originally designed for a constant disturbance,
simulation results show that it is able to compensate also
slowly time-varying disturbance torques. It turns out that
the attitude dynamics, simulated through the full nonlinear
model, are indeed steered to the desired periodic solution,
and the actuator switching frequency is significantly smaller
than that achieved by a control law which does not track the
relative phases.

The paper is organized as follows. In Section II, the
attitude dynamic model is introduced, along with the main
features of the control problem. In Section III, the minimum
fuel/switching control law under consideration is briefly
recalled. The performance of the proposed approach is
evaluated through numerical simulations of a LEO mission
in Section IV, while some concluding remarks are given in
Section V.

II. PROBLEM SETTING

In this section, the model describing the attitude error
dynamics is introduced, and the attitude regulation problem
is formulated. The orientation of reference frame B with re-
spect to a reference frame A is represented by the quaternion
qAB = [ ρAB, ~q

T
AB ]T , where ρAB and ~qAB are the scalar

part and the vector part of the quaternion. The quaternion



multiplication qAC = qBC ◦ qAB is defined by

qAC =

[

ρBCρAB − ~q T
BC~qAB

ρBC~qAB + ρAB~qBC − ~qBC × ~qAB

]

,

where × denote the cross product operation. The skew-
symmetric matrix constructed from a vector ω is denoted
by ω×, uj indicates the j-th entry of vector u, and ‖ · ‖∞
denotes the maximum norm of a vector.

A. Attitude error dynamics

The attitude of a spacecraft is commonly described as the
orientation of a reference frame centered at center of mass
and aligned with the principal axes of inertia of the body,
which is termed as the body frame, with respect to an inertial
frame. Let the orientation of the body frame with respect
to the inertial frame be denoted by the four-dimensional
quaternion qIB , and the angular rate of the body frame with
respect to inertial frame, expressed in the body frame, be
denoted by the three-dimensional vector ωB . The kinematics
of the attitude quaternion are given by

q̇IB =
1

2

[

0
ωB

]

◦ qIB . (1)

Under the rigid body assumption, the angular rate dynamics
are given by

ω̇B = I−1
M (τ − ωB × IM ωB) . (2)

where IM is the inertia matrix of the body and

τ = τd + τu (3)

denotes the torque acting on the system, including a distur-
bance torque τd and a control torque τu.

The desired attitude is specified by the orientation qIR of
a target reference frame with respect to the inertial frame and
by the angular velocity ωR of the target frame with respect
to the inertial frame, expressed in the target frame. Let qRI

denote the inverse rotation of qIR. Using quaternion algebra,
the attitude error qRB , which indicates the orientation of the
body frame relative to the target frame, can be expressed as
qRB = qIB ◦ qRI . If the attitude error is small, it can be
approximated by the three-dimensional rotation vector δθ,
which is obtained from the vector part ~qRB of the attitude
error quaternion as

δθ = 2~qRB. (4)

Now, let us define

δω = ωB − ωR. (5)

For small δθ and δω, the evolution of (4) can be approxi-
mated by a linearized model. The linearized kinematic model
is obtained by differentiating (4) and linearizing the resulting
expression [14], thus obtaining the Bortz equation

δθ̇ = δω − ω×

Rδθ, (6)

where the term ω×

Rδθ accounts for the fact that ωB and
ωR in (5) are expressed in two different, possibly rotating,

frames. By differentiating (5) with respect to time and
exploiting (2), one gets

δω̇ = I−1
M τ − I−1

M (ωR + δω)×IM (ωR + δω)− ω̇R. (7)

In most practical applications, the target frame is either
spinning at a constant angular velocity or inertially fixed.
In the first case, the linearized dynamic model is found
by enforcing ω̇R = 0 in (7) and linearizing the resulting
expression about δω = 0, yielding

δω̇ = Aδω + I−1
M τ, (8)

where

A =





0 ι2−ι3
ι1

ω3
ι2−ι3
ι1

ω2
ι3−ι1
ι2

ω3 0 ι3−ι1
ι2

ω1
ι1−ι2
ι3

ω2
ι1−ι2
ι3

ω1 0



 , (9)

ιj denotes the principal moments of inertia, ωR =
[ω1, ω2, ω3]

T and IM = diag(ι1, ι2, ι3). For the case in
which the reference attitude is inertially fixed, one has that
ωR = 0 in (6) and (8)-(9). Hence, the error dynamics take
on the form of the double integrator system

δθ̈ = I−1
M τ. (10)

Notice that, under the assumption of small attitude errors,
(10) provides a valid approximation of the dynamics (6),(8),
as long as ωR is small. In this paper, model (10) will be used
to design the control law to be applied to system (1)-(3) for
disturbance rejection and attitude regulation.

B. Minimum switching control problem

The considered control problem consists of tracking the
desired attitude qIR, using a set of on/off actuators mounted
at a fixed orientation with respect to the body frame. For this
design, the control torque τu in (3) can be expressed as

τu = B µ, (11)

where µ ∈ {−1, 0, 1}3 indicates the on/off actuator com-
mand and the matrix B expresses the linear mapping from
this command to the control torque. Due to the presence of
integer inputs and of the disturbance term τd in (3), affecting
the attitude dynamics, the tracking error (4) cannot be steered
exactly to the origin (an infinite switching frequency would
be required). Instead, an oscillating motion of prescribed
amplitude about the setpoint must be accepted. Hence, the
objective of the control system is to guarantee that

‖W δθ(t)‖∞ ≤ 1, ∀t ≥ t̄, (12)

for some t̄ ≥ 0, where the weighting matrix W , specifying
the maximum allowed deviation from the setpoint, is usually
diagonal.

The minimization of both the fuel consumption and the
on/off switching frequency of the actuators is a key re-
quirement, as they have a strong impact on the performance
and the lifetime of the control system. By using the double
integrator model (10), under the assumption that the dis-
turbance τd is approximately constant with respect to the
error dynamics time constants, it is shown in [12], [13]
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Fig. 1. Limit cycle corresponding to (15).

that the determination of the fuel/switch-optimal trajectories,
satisfying (12), requires the solution of the following mixed-
integer optimization problem

min
u

max
j

lim
T→∞

1

T

∫ T

0

|u̇j(t)| dt

s.t. ẍ(t) = u(t) + d

‖C x(t)‖
∞

≤ 1

u(t) ∈ {−1, 0}3,

(13)

where x = G−1B−1IM δθ , u = G−1 µ , d=G−1 ̺ ,
̺ = B−1 τd , C = WI−1

M BG and G = diag(sgn(̺)).
As a consequence, dj ≥ 0. Hereafter, we will assume
dj > 0, since in the trivial case dj = 0 the system
can be controlled to the origin in finite time using well-
known results from the literature [15]. Notice that the integral
in (13) corresponds to the number of switchings that the
binary signal uj makes over the considered time horizon.
In problem (13), the dynamics are decoupled, but the state
constraints are coupled if the input matrix B is not diagonal.
This occurs frequently in applications, e.g., whenever non-
orthogonal thruster configurations are adopted, in order to
meet constraints coming from the spacecraft layout or to
maximize the efficiency of the attitude control system. In
such cases, problem (13) becomes very challenging despite
the simple dynamics.

C. Reference trajectory

The solution to the single-axis version of problem (13)
(i.e. x ∈ R) is a periodic trajectory [15], [16]. By building
on this, in [12] two suboptimal solutions to the multi-axis
version of problem (13) have been proposed. For system

ẍj(t) = uj(t) + dj , j = 1, 2, 3, (14)

the reference trajectory is parameterized as

xj(t) = aj fj(λj),

λj = mod(t/p+ φj , 1),

aj = p2 γj ,
γj = dj(1− dj)/16,

(15)
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Fig. 2. Trajectories in the x1, x2 plane corresponding to the solutions SI
(dashed) and SII (solid), with constraints ‖Cx‖∞ ≤ 1 (outer parallelotope).

where

fj(λj) =







1− 8
dj

(λj − dj

2 )2 if 0 ≤ λj ≤ dj

−1− 8
dj−1 (λj − dj+1

2 )2 if dj < λj < 1.

In (15), the parameter p represents the period of the trajectory
and is equal for all axes, while φj ∈ [0, 1) is the phase and
aj denotes the amplitude. This corresponds to the limit cycle
depicted in Fig. 1. Notice that, in order to make xj evolve
along such a trajectory, two input switchings per period are
necessary.

The first suboptimal solution of (13), denoted by SI,
optimizes the switching frequency 2/p over the period p.
Such an approach is rather conservative, as it amounts to
constrain the trajectory in an axis-aligned box |xj | ≤ p2γj ,
inscribed in the parallelotopic set ‖C x(t)‖

∞
≤ 1.

The second strategy takes advantage of the additional
degree of freedom provided by the phases φj of the tra-
jectories (15). The resulting solution, denoted by SII, is
guaranteed to have larger amplitudes aj of the oscillations
and therefore a smaller switching frequency. To illustrate this
fact, the SI and SII solutions for a two-axis example are
compared in Fig. 2. It can be clearly seen that the control
requirement ‖Cx‖∞ ≤ 1 is met in both cases. However, the
state trajectory corresponding to SI is constrained to lie inside
a smaller region, which yields a higher switching frequency.

III. MINIMUM SWITCHING CONTROL LAW

In this section, the control law under evaluation is briefly
recalled. The interested reader is referred to [13] for further
details. First, let us show how to steer system (14) to the tra-
jectory (15), by tracking only the period p (this corresponds
to solution SI). For ease of exposition, hereafter the subscript
j is dropped from the notation (e.g., it is left intended that
x = xj ∈ R). The following control law, termed MSI, can
be adopted from the literature [17]

MSI : u(t) =







−1 if s(x, ẋ) ≥ a
0 if s(x, ẋ) ≤−a
up otherwise,

(16)
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Fig. 3. Switching curves (solid) and example of a trajectory (dotted) from
the application of the MSI control law.

where up = −1 if s(x, ẋ) ≥ a occurred more recently than
s(x, ẋ) ≤−a, up = 0 otherwise. Moreover, a = p2γ and

s(x, ẋ) =

{

x− 1
2(d−1) ẋ

2 if ẋ ≥ 0

x− 1
2d ẋ

2 if ẋ < 0
(17)

is the classical fuel-optimal switching function (see e.g.
[18]). The resulting closed-loop system consists of the sys-
tem (14), under the relay feedback (16)-(17), with fixed
hysteresis parameter a.

The switching curves s(x, ẋ) = a and s(x, ẋ) = −a
are reported in the phase plane in Fig. 3, together with a
trajectory example (dotted). By analysing the phase portrait
in Fig. 3, it is evident that, by applying the control law MSI to
each axis of the perturbed double integrator (14), the closed-
loop trajectory converges in finite time to the class of periodic
trajectories provided by SI. Moreover, only one switching per
input channel is required to reach these trajectories from any
initial condition.

In order to achieve the less conservative solution SII, also
a prescribed phase φ must be tracked. This can be done by
using a time-varying hysteresis defined by parameters aU (t)
and aL(t). To this purpose, the control law (16) is modified
as

MSII : u(t) =







−1 if s(x, ẋ) ≥ aU (t)
0 if s(x, ẋ) ≤−aL(t)
up otherwise,

(18)

where up = −1 if s(x, ẋ) ≥ aU (t) occurred more recently
than s(x, ẋ) ≤−aL(t), and up = 0 otherwise, with aL(t) +
aU (t) > 0. The idea is to update the parameter defining the
offset of a switching curve whenever the opposite curve is
reached, so as to obtain a cycle with the desired phase and
period. This results in piece-wise constant parameters aL(t)
and aU (t)

aL(t) = h2m−1 for t ∈ [z2m−1, z2m+1),
aU (t) = h2m for t ∈ [z2m, z2m+2).

(19)

where the sequence {zl} denotes the time instants at which
the state trajectory reaches a switching curve (see Fig. 4).
The design of the the sequence {hl} defining the parameters
aL(t) and aU (t) is given by the following recursion
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hl+1

−hl hl−1

zl+2
zl

zl+1

Fig. 4. Switching curves (solid) and example of a trajectory (dotted) from
the application of the MSII control law.

h0 = a, (20)

hl = a
(

1 + 4∆φl + 2∆φ2
l

)

, (21)

where

∆φl = mod

(

z̄l+2 − ẑl+2

p
+

1

2
, 1

)

− 1

2
, (22)

ẑl+2 = zl +
|ẋ(zl)|
q(zl)

+
q(zl)

2
p+

√
2

4

√

p2 +
hl−1

γ
, (23)

q(zl) = |u(zl) + d|, and {z̄l} is defined according to

z̄2m−1 = −φp,
z̄2m = (d− φ) p.

(24)

In [13], it has been shown that the single-axis solution of
system (14) with the control law (18) converges in finite
time to the periodic trajectory (15) with period p and phase
φ. Moreover, only three switchings of the control input are
required to reach this trajectory from any initial condition.

IV. LEO MISSION SIMULATIONS

In order to assess the feasibility of the proposed approach,
a LEO space mission is simulated. The objective is to track
an Earth-pointing attitude qIR which is slowly rotating at
an angular rate ωR = [0, 1, 0]T mrad/s, corresponding to the
orbit rate of the spacecraft, using a set of on-off thrusters
delivering 1.5 mN of thrust each. The thruster configuration
is similar to that employed in [5], resulting in

B =





−0.7 0.7 0
0.7 0.7 0
0 0 1.4



 · 10−3

in (11). The required control accuracy of 0.5 mrad per axis
is taken into account by setting W = ( 0.5 · 10−3)−1I in
(12), where I denotes the identity matrix.

The truth model for the simulation is given by (1)-(3), and
the simulation step size is taken as ∆ts = 0.1 s. It is assumed
that an estimate of the spacecraft attitude, angular rate and of
the disturbance torque τd is available onboard the spacecraft,
which is used in the computation of the control law. Attitude
and angular rate estimation errors are taken into account by
adding white noises to signal (4) and its derivative, with
standard deviations given by σθ = 10 µrad and σθ̇ = 0.1
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Fig. 5. Periodic trajectories corresponding to solutions SI (red, dashed)
and SII (blue, solid), with state constraints |xj| ≤ p2γj (inner box) and
‖C x(t)‖∞ ≤ 1 (outer parallelotope).

µrad/s. Similarly, the disturbance torque estimation error is
modeled as a white noise process with standard deviation
στ = 1µN·m.

In the following, the performance of the control laws MSI

and MSII are compared on two scenarios, featuring a constant
or a slowly time-varying disturbance torque, respectively.

A. Constant disturbance

Let a constant disturbance torque τd = [0, 0.5, 0.2]T

mN·m, due to atmospheric drag, be the main perturbation
acting on the spacecraft. The periodic trajectory provided
by SII (blue, solid) is depicted in terms of the variables
x1, x2, x3 in Fig. 5, together with the trajectory resulting
from the more conservative solution SI (red, dashed) and
the outer parallelotope ‖C x(t)‖∞ ≤ 1, representing the
pointing accuracy requirements. The closed-loop trajectories,
from the application of the control laws MSI and MSII are
shown in Fig. 6, for a simulation of 2000 s. It can be seen
that the trajectory given by MSI (red, dashed) is maintained
within the box specified by SI, with few constraint violations
caused by noise and discretization errors. Observe that, due
to the presence of such contributions, the MSI trajectory
tends to move freely within the box, as the relative phases
of the single-axis oscillations are not controlled. Conversely,
the trajectory resulting from the application of the control
scheme MSII (blue, solid) closely follows the path prescribed
by SII after an initial transient, because in this case the
relative phases are controlled.

The tracking error profiles are reported in Fig. 7, in terms
of the roll, pitch and yaw error variables δθ1, δθ2 and δθ3.
It can be seen that the pointing accuracy requirements are
satisfied by both solutions. This confirms that the double
integrator model (10) provides a good approximation of the
attitude error dynamics, for the purpose of control design.
The fuel consumption and switching frequency of the con-
trol systems are reported in Table I. The proposed control
scheme performs better than the classical one, as expected.
In particular, it provides a 18% reduction of the actuator
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Fig. 6. Trajectories resulting from the application of the control schemes
MSI (red, dashed) and MSII (blue, solid), with state constraints |xj | ≤ p2γj
(inner box) and ‖C x(t)‖∞ ≤ 1 (outer parallelotope).

TABLE I

CONTROL SYSTEM PERFORMANCE: CONSTANT DISTURBANCE

Control law Firing time (fuel consumption) Switching freq.
MSI 1800 s (sum of all actuators) 24.0 mHz
MSII 1800 s (sum of all actuators) 19.7 mHz

switching frequency, while the fuel consumption is the same
for both solutions (by construction).

B. Time-varying disturbance

The case in which an additional time-varying disturbance
acts on the system, due to a large residual magnetic dipole
of the spacecraft, is addressed within the LEO mission
scenario considered in the previous case study. A sinusoidal
disturbance τd, with an amplitude of 0.1 mN·m per axis, is
assumed. The period of the disturbance is equal to about 90
minutes, which corresponds to the orbital period. Because
of the slow variation of the disturbance, with respect to
the attitude error dynamics timescale, the control schemes
presented in this paper can still be applied, provided that SI

and SII are evaluated sufficiently often (e.g., twice per cycle,
in correspondence of the switching events). Note that the
numerical evaluation of SII can take as low as 10 ms on a
2 Ghz, single core CPU. Consequently, both the reference
period and phase, to be tracked by the control law MSII,
become time-varying.

The system is simulated for 6000 s. The attitude error
profiles resulting from the application of MSI and MSII is
reported in Fig. 8. It can be seen that the two approaches are
able to keep the attitude error within the pointing accuracy
bounds, for the entire simulation length. This suggests an ap-
preciable robustness of the proposed approach to unmodeled
dynamics and time-varying disturbances.

The fuel consumption and switching frequency, obtained
with the two control schemes, are reported in Table II. Once
again, the fuel consumption is the same for both solutions,
while the control law MSII performs better than MSI in terms
of switching cycles. In particular, a 20% reduction of on/off
switching frequency is achieved, which translates into an
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TABLE II

CONTROL SYSTEM PERFORMANCE: TIME-VARYING DISTURBANCE

Control law Firing time (fuel consumption) Switching freq.
MSI 5400 s (sum of all actuators) 24.4 mHz
MSII 5400 s (sum of all actuators) 19.5 mHz

increased performance and lifetime of the thrusters.

V. CONCLUSIONS

This paper has presented the evaluation of a minimum fuel
and minimum switching control law for three-axis precision
pointing of spacecraft with on/off actuators. The results
from a simulation case study of a low Earth orbit mission
demonstrate the feasibility of the proposed approach when
applied to the problem of tracking a rotating reference within
a given accuracy, while rejecting constant or slowly time-
varying disturbances. The obtained results are encouraging,
in view of the limited computational effort. Future work will
aim at investigating the robustness of the control law, as
well as the extension of the proposed approach to attitude
reorientation problems.
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